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1. **Introduction**

* Very very short presentation of the article:
* Authors: Maryam Ahmadi, Chiaro Casoli, Matteo Manera, Daniele Valenti
* Date of publication = 2022
* The authors employ a Bayesian Structural Global VARX model to analyze the effects of temperature and precipitation shocks on economic growth across 33 countries, integrating trade interdependence and climate-economic endogeneity.
* Climate shocks exhibit heterogenous effects on economies, with both positive and negative impacts observed. Rich and cold countries are not exempt from adverse effects, challenging the notion that only hot and poor countries bear the brunt.
* Trade networks amplify or mitigate the economic impacts of climate shocks depending on the structural characteristics of a country's economy, such as its import-export composition and key trading partners.
* While some countries benefit initially from climate shocks, long-term effects generally reveal a consistent negative trend, emphasizing the inevitable detrimental impact of climate change on global economic growth.
* Finally, the authors highlight the necessity for globally coordinated climate policies, considering cross-country interdependence and tailored responses to diverse regional impacts.
* Literature review:

While there is a clear scientific consensus linking global climate change to the increase in anthropogenic greenhouse gas emissions[[1]](#footnote-1), assessing the economic impacts of these climate changes faces both practical and methodological challenges. The effort to quantify and qualify the impacts of climate change on economic activity has led to a relatively recent but substantial contribution from economic literature, with the development of various tools and models.

Integrated Assessment Models (IAMs) are among the first to combine climatic and economic components to estimate the damages caused by climate change on economic activity. They form the foundation of the economic analysis of climate change, with the objective of calculating the social cost of carbon (1). From the difficulty of gathering historical data to the non-linearity of the damage-temperature relationship, alternative approaches have been developed to address these challenges. Among them are econometric estimations, which strengthen the empirical foundations established earlier (2).

1. **The first IAM models: foundations of the economic analysis of climate change**

Driven by the work of W. Nordhaus, IAM models—introduced as early as the 1970s to combine multidisciplinary knowledge for analyzing interactions between multiple systems—were applied to assess the impacts of climate change. These models are generally divided into two main categories: optimization models, which aim to optimize key variables of climate policies (such as carbon emission reduction rates or carbon taxes), and policy evaluation models, which analyze the consequences of specific policies. These can be deterministic models, where each input and output is fixed and predictable, or stochastic models, which incorporate uncertainty by treating certain variables as probabilistic distributions. The DICE model (Nordhaus, 1992) thus introduced the quadratic damage function, which expresses economic damages—often measured as a percentage of GDP—as a function of climate change, specifically temperature increase (), through a relationship of the following type:

,

where and are parameters calibrated using empirical data.

In addition to greenhouse gas (GHG) emissions from economic production, the model also incorporates a carbon cycle, distributing emissions among various carbon sinks such as the atmosphere, surface oceans, and deep oceans. In response to the impacts of rising temperatures, the DICE model aims to estimate the optimal trajectory for GHG reduction—that is, the most efficient pathway to slow climate change given the inputs and available technologies. These decisions involve short-term costs, particularly in terms of investments or slowed economic growth. However, they help mitigate future climate damages, thereby creating a trade-off between current interests and those of future generations.

The adjacent figure schematically illustrates the logic behind the DICE model. Other models, such as PAGE (Policy Analysis of the Greenhouse Effect, Hope, 1993) and FUND (Framework for Uncertainty, Negotiation, and Distribution, Tol, 1995), have been developed in parallel and incorporate region-specific damages. The PAGE model focuses on assessing uncertainties related to climate impacts and mitigation costs. It uses a probabilistic approach to estimate climate damages based on various warming scenarios, integrating uncertainties in key variables such as climate sensitivity and adaptation costs. The FUND model emphasizes the regional and sectoral effects of climate change, detailing impacts in areas like agriculture, health, or energy costs. Unlike PAGE, FUND explores the interactions between potential short-term benefits (such as reduced heating needs in some regions) and the overall costs of warming, providing a more granular view of regional disparities.

According to the Intergovernmental Panel on Climate Change (IPCC), IAMs “are convenient frameworks for combining knowledge from a wide range of disciplines in order to conduct coordinated exploration of possible future trajectories of human and natural systems, development of insights into key questions of policy formation, and prioritisation of research needs in order to enhance our ability to identify robust policy options.” Furthermore, IAMs play a central role in shaping climate policies. For instance, the work of Dietz and Stern (2015) shows that incorporating dynamics affecting total factor productivity (TFP) in these models significantly increases estimates of climate costs and justifies more ambitious mitigation actions.

1. **Towards more targeted empirical studies: statistical and econometric estimations**

Despite their usefulness, IAMs face significant criticism. First, the damage functions are often arbitrary and not based on robust empirical data. Weitzman (2011) particularly criticizes the assumption of quadratic damages, arguing that it underestimates catastrophic risks. Furthermore, IAMs fail to capture dynamic mechanisms such as economic agents' adaptation or technological innovations, which are essential for understanding responses to climate change. The assumption of constant parameters also presents issues. For instance, in DICE, the discount rate used to evaluate future costs varies according to the normative preferences of researchers, leading to divergent policy recommendations. Additionally, Tol (2018) highlights that IAMs tend to overlook the complex interactions between economic and climate systems, often assuming a unidirectional causality.

* *Regression models*

Considering the limitations of IAMs, empirical studies aim to establish causal links between climate variables and economic indicators. Authors such as Dell, Jones, and Olken (2012) use historical variations in temperature to quantify their impacts on economic growth. Their approach is based on regressions of the form:

where and represent temperature and precipitation for country i in year t, and includes additional controls.

Their results show that poor countries experience a significant decline in growth in response to rising temperatures, with an estimated effect of −1.3% per degree Celsius. In contrast, wealthy countries appear relatively resilient, highlighting disparities in adaptive capacity.

Hsiang's work (2016) builds on these analyses by modeling climatic effects as exogenous random variations, allowing for a robust identification of climate impacts. Hsiang also highlights nonlinearities in these relationships, suggesting that climate damages increase disproportionately beyond certain temperature thresholds.

* *Panel data models*

Panel data models represent another significant methodological advancement, leveraging spatial and temporal variations to better identify the effects of climate shocks. Kolstad and Moore (2019) examine both linear and nonlinear approaches applied to climate and economic data. They emphasize that fixed effects help control for omitted variables, thereby reducing bias. A typical specification includes terms such as:

where and capture country-specific and year-specific effects, respectively.

However, these models are not without limitations. Economic responses to short-term climatic variations (e.g., heatwaves) can differ significantly from the impacts of permanent climate changes due to economic agents' adaptation. For instance, Deschênes and Greenstone (2007) show that while annual weather variations are useful for identification, they do not necessarily reflect the structural effects of long-term climate trends.

*------------TRANSITION: limites des panel data regressions and choice of the authors----------*

🡪 Thus, although panel data regressions lead to several advantages, Ahmadi, Casoli, Manera, and Valenti do not use it because of their lack of proper structural dynamics to observe the propagation of climate shocks through time.

🡪 They prefer a structural model, to better identify the shocks and to study climate effects dynamically.

🡪 Secondly, they point out that climate variables which enter in the panel specifications as regressors are considered fully exogenous wrt the dependent variable. They prefer a model that endogenize climate variables.

🡪 Third, panel data regressions do not capture the economic interdependence across countries.

*“Our study contributes to the literature by overcoming these limitations. Accounting for endogeneity of climate, identifying structural climate and economic shocks within a dynamic context and, at the same time, considering economic interdependence across countries are demanding tasks from a methodological point of view.”*

1. **Methodology of the article**

* Data description
* 33 countries (which account for more that 90% of world GDP) and cover all the regions
* Variables endogènes = Température, précipitations, croissance du PIB réel at annual frequency, from 1960 to 2019
* The two climate variables are expressed in the deviations from their historical norms to consider climate change and not weather 🡪 Temperature and preicipitations are computed as the difference between the observed temperature and precipitations at time t and the respective 30 years moving average at time t-1.
* Real GDP growth rate = the logarithmic differences of constant-prices GDP in levels.
* Foreign variables 🡪 capture the interconnections between each country and the rest of the world = weighted averages of all the other countries’ variables.
* Méthodo :

En gros :

*“The model is based on two steps. The first step deals with the estimation of separate, country-specific VARX models where the interlinkages are expressed via the so-called foreign variables, which are treated as weakly exogenous. In the second step, the estimated country-specific models are stacked to form one single large global model and to obtain the global solution.”*

*« We propose a Bayesian Structural Global VARX (BS-GVARX) model based on the algorithm developed by Baumeister and Hamilton (2015), to identify the effects of climate shocks on economic growth. »*

🡪 Chaque pays ou région est modélisé par un VAR spécifique (appelé VARX, car il inclut des variables exogènes liées aux autres pays).

🡪 Les interconnexions entre les pays sont représentées par des foreign variables construites à partir des moyennes pondérées des variables des autres pays

🡪 Ajout d’une structure bayésienne pour identifier les chocs structurels, en utilisant des priors pour guider l’estimation des paramètres 🡪 Permet de gérer les incertitudes et de tenir compte des interconnexions entre pays.

En détail :

3.1 Country-specific climate-economy relationship

🡪 Chaque pays i a 3 variables endogènes, pour chaque année t.

🡪 ces variables sont collectés dans le vecteur y\_it

🡪 x\*\_it = foreign variable qui capture les effets globaux (= moyenne pondérée des variables des autres pays).

🡪 Pour chaque pays on a donc :

🡪 Manière dont s’organise le code :

1. Résultats

Montrer le gros bloc des 33 IRF

Faire un focus sur les 3 plus beaux pays

1. Limites

* Limites sur les données
* Limites sur la méthodologie : critères d’information, seuil d’acceptance
* Critiques sur la rédaction.
* Ils essayent de synthétiser Hamilton mais c’est très confus. Parfois ils mettent la likelihood : mais pk ils mettent ça et pas les équations hyper importantes ??
* Critères d’information : ils disent que pour tous les pays, le lag = 1. Or, en vrai c’est pour une majorité mais pas pour tous.
* Pour calculer la matrice A, on a un seuil d’acceptance qui est la base de l’algo, eux ça n’existe pas. Ils parlent du seuil mais ils ne donnent pas le seuil.
* Ils définissent les termes des équations dans les notes de bas de page.
* Ils répliquent Hamilton mais en changeant le nom des matrices et en expliquant moins bien.
* Pays

1. Propositions d’amélioration

Ajout de pays ?

Conclusion :

* intéressant
* De son côté, Steve Keen conclut son article ainsi : "*étant donné le niveau irrémédiablement mauvais du travail qu’ont fait les économistes sur les conséquences économiques du changement climatique, cette tâche devrait être laissée entre les mains des climatologues*." lol

1. Citer un rapport du GIEC par ex [↑](#footnote-ref-1)